Genomewide demarcation of RNA polymerase II transcription units revealed by physical fractionation of chromatin
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Epigenetic modifications of chromatin serve an important role in regulating the expression and accessibility of genomic DNA. We report here a genomewide approach for fractionating yeast chromatin into two functionally distinct parts, one containing RNA polymerase II transcribed sequences, and the other comprising noncoding sequences and genes transcribed by RNA polymerases I and III. Noncoding regions could be further fractionated into promoters and segments lacking promoters. The observed separations were apparently based on differential crosslinking efficiency of chromatin in different genomic regions. The results reveal a genomewide molecular mechanism for marking promoters and genomic regions that have a license to be transcribed by RNA polymerase II, a previously unrecognized level of genomic complexity that may exist in all eukaryotes. Our approach has broad potential use as a tool for genome annotation and for the characterization of global changes in chromatin structure that accompany different genetic, environmental, and disease states.

Genomes in eukaryotic cells contain a wealth of information not encoded directly in their DNA sequence. Three interconnected mechanisms for storing such information are well established: covalent modification of genomic DNA, most importantly methylation; alteration of chromatin by varying its protein composition; and enzymatic modification of chromatin proteins. Defects in these processes produce phenotypic effects during differentiation and development due to their profound influence on underlying gene activity (1). Histones are major medium for such epigenetic information, because each of their tails can accommodate multiple covalent modifications, including acetylation, methylation, phosphorylation, ubiquitination, and ADP ribosylation. Specific combinations of modifications have been linked to chromatin condensation states and general transcriptional activity and may be used to guide the recruitment of transcription factors and other regulatory proteins to particular genomic regions (2–6). For example, histone H3 lysine 4 methylation by Set1p is associated with active chromatin (7), and active and repressed genes may be distinguished by di- or trimethylation of histone lysines (6). On the basis of these and other functional linkages, the information stored in histones and their modifications has been dubbed the “histone code” (8).

Recently, a combination of chromatin immunoprecipitation (ChIP) and microarray techniques has allowed the genomewide distribution of histone H3 and H4 acetylated and methylated isoforms to be determined in yeast (9, 10). It is difficult, however, to assess the global effect that combinations of histone modification patterns have on the accessibility or organization of the underlying DNA template.

We report here that Saccharomyces cerevisiae chromatin can be fractionated physically into functionally distinct genomic regions, including coding, noncoding, and regulatory and nonregulatory domains. Two different procedures yield reciprocal results. One is based on differential segregation of untranscribed regions into the aqueous phase during phenol-chloroform extraction of formaldehyde-crosslinked chromatin. The other is a weaker enrichment for potentially transcribed regions that may occur by crosslinking-dependent genomewide nuclelease protection. We propose that both fractionations are based on differential formaldehyde crosslinking of chromatin in different genomic regions, possibly mediated through differentially modified histone tail lysine residues. Our results suggest a general mechanism for demarcating regulatory and coding regions in the genome.

Materials and Methods


Strains and Culture Conditions. For Experiments 1, 4, 5, and 11, strain S288C (MATa SUC2 mal mel gal2 CUP1 flo1 flo8–1) was used. S288C was also used as a hybridization reference for experiments 3 and 28–32. For all other experiments, UCC3537 (MATa ura3–52 lys2–801 ade2–101 trpl–63 his3–Δ200 adh4::URA3 (URA3 at VIL), DIA5–1 (ADE2 at VR), a derivative of S288C-based strain YPH250 (12), was used for both sample and reference. For all experiments, yeast was grown to an OD600 of 0.6–1 (~2 × 10⁸ cells per ml) with shaking at 30°C in 50 ml of yeast extract/peptone/2% dextrose media.

Standard DNA Preparation: Experiments 1–8. All DNA was prepared by glass-bead disruption and standard phenol-chloroform extraction as described (13) with the modification that the cells were first broken in the absence of phenol-chloroform. The extract was centrifuged for 5 s at 14,000 × g, and the supernatant was sonicated and subsequently phenol-chloroform extracted.

Intergenic Enrichment Procedure: Experiments 9–27. Briefly, whole cells were fixed by addition of 37% formaldehyde/11% methanol (J.T. Baker) to the growth medium to a final concentration of 1% formaldehyde at 30°C for 30 min (table A at https://genome.unc.edu/ubsup/chromatin2003). Glycine was added to 125 mM from a 2.5 M stock and incubated for 5 min. The cells were centrifuged in a Sorvall RT7 at 3,000 rpm for 5 min at 4°C and washed twice with PBS and once with sterile water. Without reversing crosslinks, extracts were prepared by glass-bead disruption, sonication (fragment size 200–2,000 bp, peak at 900 bp), and standard phenol-chloroform extraction (13).
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ORF Enrichment Procedure. Cells were crosslinked as above, and nuclei isolated as described (14) were used to prepare solubilized chromatin as described (15). Crosslinks were then reversed by incubation at 65°C, and DNA was prepared as described (5) with slight modifications. In initial experiments (nos. 28–30), immunoprecipitation using antimethyl-lysine histone H3 antibody was performed as described (5) before the crosslinks were reversed. However, the IPs were not required for ORF enrichment (Experiments 31–32).

DNA Microarrays. PCR of the individual segments and manufacture of DNA microarrays were performed as described (16). ORFs were generally represented by PCR products that extended from start codon to stop codon, regardless of intron structure. Elements representing intergenic regions included all DNA between annotated ORFs, divided such that with few exceptions, PCR products were not longer than 1.5 kb. Noncoding regions of special interest such as rDNA, tRNA, small nuclear RNA, transposon LTRs, transposons, centromeres, and introns were represented by PCR products that conformed to the Saccharomyces Genome Database (SGD)-annotated boundaries of specific members of each class. PCR products that represented segments of the mitochondrial genome did not necessarily conform to functional boundaries. Whole-genome primer sets can be obtained from Invitrogen (formerly Research Genetics).

Sample Amplification, Labeling, and Assay by Array Hybridization. In crosslinked samples, the DNA yield after phenol-chloroform extraction was low. Therefore, samples and references in all experiments were amplified by two initial rounds of DNA synthesis with T7 DNA polymerase (pol) by using primer A (5'-GTTCATCCATCAATGCCTNNNNNNN-3), followed by 25 cycles of PCR with primer B (5'-GTTTCCAGTCACGATCNNNNNNN-3) (17). Cy3-dUTP or Cy5-dUTP were then incorporated directly with an additional 25 cycles of PCR by using primer B. Microarray hybridizations were performed by using standard procedures described previously (16). Ratios were normalized by the Stanford Microarray Database default algorithm (11), and the median of pixel ratio values was retrieved for each spot. Only spots of high quality by visual inspection, with gel-verified PCR products, and whose pixels had consistent ratio values across the spot (regression correlation > 0.6), were used for analysis. Arrayed elements that did not meet all of these criteria on at least half of the arrays were excluded from analysis.

Results

Physical Separation and Identification of Functionally Distinct Genomic Regions. We initially set out to investigate the global distribution of histone H3 lysine 4 methylation in yeast by ChIP. In the course of preparing genomic DNA from the formaldehyde-fixed cell extracts used in our ChIPs, we observed that if formaldehyde crosslinks were not reversed before phenol-chloroform DNA extraction, noncoding sequences were recovered in the aqueous phase with much greater efficiency than coding sequences (Fig. 1).

To confirm our initial observation, chromatin was crosslinked by addition of formaldehyde to a culture of wild-type yeast growing exponentially in rich dextrose media. Extracts from these yeast were sonicated to shear chromatin and then subjected to phenol-chloroform extraction (see Materials and Methods) (18). To assess the relative abundance of genomic fragments remaining in the aqueous phase, samples were RNase treated, amplified, and fluorescently labeled. In parallel, an identical procedure was used to prepare and amplify genomic DNA from noncrosslinked yeast, which was labeled with a different fluorescent marker. The two samples were then analyzed by comparative hybridization to whole-genome yeast DNA microarrays (Experiments 9–22). The microarrays contained 12,943 unique PCR products, which cover the entire yeast genome at ~1-kb resolution (see Materials and Methods) (16). The microarray hybridizations revealed that during extraction of the formaldehyde-crosslinked samples, noncoding genomic regions were recovered in the aqueous phase with much greater efficiency than coding regions, consistent with our initial serendipitous observation. Comparison of the distribution of fluorescence ratio values (crosslinked/uncrosslinked) measured by ORF and intergenic spots, respectively, showed a clear separation between coding and noncoding genomic regions (Fig. 2B). No such separation was observed when no crosslinking was performed (Fig. 2A), when crosslinking was performed after the phenol-chloroform extraction step (Experiment 7), or when crosslinks were reversed before phenol-chloroform extraction (Experiment 8).

To assess the significance of the differential fractionation of individual genomic regions, for each arrayed spot we compared the ratios of fluorescence intensity in standard (Fig. 2A) and crosslinked (Fig. 2B) experiments by using a two-tailed t test assuming unequal variance in the two sample populations. Six thousand seven hundred thirty-three, or 52%, of the loci showed strong differential fractionation, with t values < 0.05 (most of these << 0.01, Fig. 2C). Among these loci, 92% of the SGD-annotated ORFs had median ratios < 1, whereas 87% of the elements annotated as intergenic regions had median ratios > 1. Indeed, 86% (5,022 of 5,863) of all annotated ORFs for which consistent high-signal hybridization data were observed (see Materials and Methods) had median ratios < 1. Therefore, the fate of crosslinked-chromatin fragments during phenol extraction, measured as a ratio (hybridization of crosslinked/uncrosslinked), is an excellent predictor of whether a genomic region contains an ORF (< 1 ORF; > 1 intergenic).

Most Putative ORFs That Fractionate Anomalously Lack Other Characteristics of Functional Genes. There is considerable evidence to suggest that many of the 262 SGD-annotated ORFs that fractionated anomalously in our assay (ratio > 1 and P < 0.05) are not bona fide genes. On criteria that included size, lack of similarity to other proteins, and absence of any empirical evidence for a functional role, 43% (113/262) were independently classified as “Spurious” or “Very Hypothetical,” compared with just 8% (563 of 6,368) of all ORFs classified using the same criteria (Fig. 2D) (19). Furthermore, SAGE tags were not isolated for 59% (156/262) of ORFs that segregated anomalously, compared with a rate of only 28% (1,709/6,208) for all SGD-annotated ORFs. Therefore, we suspect that many of the genomic fragments that were annotated as ORFs but fractionate with noncoding sequences do not actually encode proteins.

Genomic Regions Transcribed by RNA Pol I or III Segregate with Intergenic Regions. The mitochondrial genes, rDNA sequences, and sequences encoding tRNAs or small nuclear RNAs behaved very much like intergenic sequences in our assay (see Fig. 4, Experiments 9–27). Therefore, genomic regions with the potential to be transcribed by RNA pol II, but not RNA pol I, pol III, or the mitochondrial RNA pol, behaved as a distinct class in our assay.

RNA Pol II Transcription Units Are Demarcated by Chromatin Structure, Irrespective of Ongoing Transcription. Protein-coding genes that are transcriptionally silent during rapid growth in rich dextrose media (yeast extract/peptone/2% dextrose) fractionated as efficiently as those that are very heavily transcribed. For example, the dextrose-repressed genes GAL7 and GAL1, in the first and fifth percentile, respectively, of genes ranked by transcription rate under these conditions, segregated similarly to RPL17A, one of the most highly transcribed genes (Fig. 1 Lower). By comparing fractionation efficiency to transcription rate of all
genes, we found that the efficiency of ORF fractionation did not correlate with either known RNA levels or transcription rates (Fig. 3A). We infer that this procedure fractionates genomic segments based on a previously undiscovered molecular characteristic of chromatin that represents a “license” to be transcribed by RNA pol II, rather than active transcription.

Promoter-Containing Intergenic Regions Are Distinguished from Intergenic Regions Without Regulatory Potential. The fractionation properties of intergenic regions were compared with the transcription rates of their downstream genes. Intergenic regions upstream of genes being heavily transcribed at the time of fixation were more highly enriched in the fractionation procedure than those upstream of genes with lower transcription rates (Fig. 3B). Moreover, intergenic regions upstream of two genes or one gene were significantly more prone to remain in the aqueous phase of the phenol-chloroform extraction than intergenic regions that do not lie directly upstream of any gene, which presumably do not contain promoters (median log₂ ratios 0.34, 0.32, and 0.12, respectively, P << 0.0001 for both comparisons; see also Fig. 4).

An Alternative Physical Fractionation Procedure Results in a Reciprocal but Less Efficient Segregation of Genomic Sequences. Formaldehyde-crosslinked cells were converted to spheroplasts, permeabilized, salt extracted, and lysed to isolate nuclei. Nuclei were then disrupted by sonication to yield solubilized chromatin (see Materials and Methods). After reversal of crosslinks and standard phenol-chloroform preparation, microarray hybridizations revealed that genomic regions containing ORFs had been enriched in the aqueous fraction by this procedure (Fig. 4, Experiments 28–32). We discovered this effect because we attempted to use the solubilized chromatin as the starting material for unrelated ChIP experiments, but our controls revealed a selective enrichment of ORF sequences before the ChIP. The reciprocal pattern of enrichment of genomic loci in this procedure, as compared to the crosslinked procedure, was in line with the hypothesis that the fractionation procedure is based on a molecular characteristic of chromatin that represents a “license” to be transcribed by RNA pol II.
Fig. 2. ORFs and intergenic regions can be fractionated, but spurious ORFs do not segregate with functional ORFs. (A) Conventional phenol-chloroform extraction and DNA amplification yield unbiased DNA populations. A histogram of the distribution of normalized median log2 ratio values across eight control experiments (Experiments 1–8; see table A, https://genome.unc.edu/pubsup/chromatin2003) for SGD-annotated ORFs (black) or noncoding regions (red). All arrayed elements were plotted. (B) Phenol-chloroform extraction of crosslinked chromatin differentially segregates coding and noncoding regions. A histogram of the distribution of ratio medians [log2(experimental signal intensity/control signal intensity)] across 19 experiments (Experiments 9–27, table A, https://genome.unc.edu/pubsup/chromatin2003). Each DNA sample was prepared independently by phenol-chloroform extraction from crosslinked yeast, whereas reference DNA was prepared independently from noncrosslinked yeast (Experiments 9–22, for treatment in Experiments 23–27; see table A, https://genome.unc.edu/pubsup/chromatin2003). All arrayed elements were plotted: SGD-annotated ORFs (black); noncoding regions (red). (C) The differential segregation of individual genomic fragments using crosslinked vs. noncrosslinked chromatin. The distribution of P values resulting from a comparison of the ratios [log2(experimental signal intensity/control signal intensity)] at individual spots in 19 crosslinked/uncrosslinked (Experiments 9–27) and eight uncrosslinked/uncrosslinked samples (Experiments 1–8). Each bar represents the number of occurrences in increments or “bin size” of 0.002 for values between 0 and 0.05 is (filled bars), and in increments of 0.05 for values between 0.05 and 1 (open bars). (D) Annotated ORFs were ordered according to the percentile rank of their enrichment in crosslinked samples subjected to phenol/chloroform extraction, such that those to the right behave most like intergenic sequences. Plotted is the percentage of ORFs at each rank (moving median, window size 5) that were classified as “Spurious” or “Very Hypothetical” (19). Many of the ORF sequences recovered from the aqueous phase are likely to be misannotated.

Discussion

A Model for Differential Chromatin Fractionation. Local variation in chromatin composition and structure is extremely diverse and complex (8, 20), yet our studies reveal what appears to be a global pattern that systematically demarcates sequences in a way that reflects their assigned role in the transcriptional organization of the genome. The most striking and consistent feature of our results was that sequences with the potential to be transcribed by RNA pol II appear to be preferentially trapped in crosslinked chromatin (Fig. 5A). We suggest that when the formaldehyde-treated chromatin is fractionated by phenol extraction, crosslinked protein–DNA complexes segregate to the interphase, whereas DNA segments with fewer crosslinkable proteins, notably intergenic sequences, are preferentially released into the aqueous phase (Fig. 5B). Previous studies had shown that DNA yields are reduced dramatically when chromatin is crosslinked before phenol-chloroform extraction, but the composition of the DNA recovered from the aqueous phase was not analyzed (21, 22).

Conversely, when the crosslinked cell extract is incubated under conditions that allow endogenous nucleases to act, the chromatin with the highest density of crosslinked proteins is protected, whereas DNA in chromatin fragments with fewer
crosslinked proteins is more rapidly digested by endogenous nucleases (Fig. 5C). Reversal of crosslinks followed by phenol extraction reveals the differential protection of ORFs (Fig. 5D).

**Formaldehyde as a Chromatin Probe.** Nearly 20 years ago, Solomon and Varshavsky (23) established that the arrangement of octameric histone cores on the SV40 minichromosome is nonrandom, and that a previously identified 400-bp nuclease-hypersensitive segment of the viral genome was differentially released as naked DNA from formaldehyde-fixed, pronase, and SDS-treated minichromosome preparations. The 400-bp stretch is noncoding, contains binding sites for the T-antigen, and was interpreted to be nucleosome free. The authors suggested (23), “Thus the HCHO technique . . . could also detect and map nucleosome-free regions within cellular chromosomes in vivo.” The most direct link between our data and the Solomon and Varshavsky study is the extremely strong segregation of nucleosome-free mitochondrial DNA to the aqueous phase in our intergenic enrichment assay. In addition, we observe that promoters upstream of heavily transcribed genes, which may be nucleosome-free or contain specific histone modifications (8, 24), enter the aqueous phase most efficiently in our intergenic enrichment assay.

Formaldehyde penetrates organic materials quickly and forms stable but reversible methylene bridges, mainly between proteins, via the ε-nitrogen atom of lysine and an adjacent amide...
nitrilotetramethylformamide, a small molecule that largely resembles formaldehyde (Fig. 5D). Because we choose to use the formaldehyde reactivity of chromatin is determined largely by the heterogeneity of DNA methylation. For DNA to be crosslinked, it must be partially denatured to expose the exocyclic amino groups of an adenine, guanine, or cytosine (figure C, https://genome.unc.edu/pubsup/chromatin2003). Histone crosslinking in genomic regions with a higher protein or DNA content may be higher than in regions with a lower protein content. Over 96% of the yeast genome is likely to be crosslinked (29), and thus, the fractionation of chromatin is based on the heterogeneity of histone content, not on the AT/GC content of underlying DNA, because “properly” segregating annotated ORFs have the same base composition as euchromatin. The hypothesis does not imply a higher frequency of formaldehyde reactivity in genomic regions with a higher protein density. The local formaldehyde reactivity of chromatin is likely to be complex, depending on the combination of reactive e-nitrogen atoms, modifications in lysine residues, and the accessibility of those lysines to formaldehyde. Preliminary experiments indicate that methylation of histone H3 lysine 4 is not required for fractionation (P.L.N. and J.D.L., unpublished data), suggesting that multiple modifications may play a role.

**Potential Applications.** This method, or a similar method, may be applicable to other eukaryotic organisms, particularly if the local formaldehyde reactivity of chromatin is determined largely by conserved histone modification states. Based on its ability to differentiate true genes from noncoding regions, our method may be useful in the annotation of sequenced genomes, the creation of unbiased coding DNA libraries (analogous in use to cDNA libraries), starting material for shotgun sequencing of ORFs in highly repetitive genomes, random-clone expression microarrays for species with unsequenced genomes, and similar uses. Surgical pathologists routinely use variations in chromatin morphology observed in hematoxylin/eosin-stained tissue sections to identify specific cell types and malignancies. It is possible that a detailed genomic view of these variations may have applications in the diagnosis and subtyping of cancer and other diseases.
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